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Program: NSF IRNC

• National Science Foundation Program

• Directorate for Computer & Information Science 

& Engineering (CISE)

• Division of Advanced Cyberinfrastructure

• NSF 14-554 International Research Network 

Connections (IRNC)

• Infrastructure and Innovation of U.S. R&E Open 

Exchange Points (IRNC: RXP)



IRNC: RXP: StarLight SDX Key Participants

• PI Joe Mambretti, Director, International Center for Advanced Internet Research 

• Northwestern University, Director, Metropolitan Research and Education Network 

• Co-Director, StarLight, 

• Co-PI Tom DeFanti, Research Scientist, (tdefanti@soe.ucsd.edu)

• California Institute for Telecommunications and Information Technology (Calit2), 

• University of California, San Diego 

• Co-PI  Maxine Brown, Director

• Electronic Visualization Laboratory, University of Illinois at Chicago

• Co-PI Jim Chen, Associate Director, International Center for Advanced Internet Research 

• Northwestern University

• Senior Personnel

• Phil Papadopoulos, Program Director, UC Computing Systems, San Diego Supercomputer 

Center, UCSD, Associate Research Professor (Adjunct)  Computer Science  UCSD 

• Tom Hutton, Network Architect, UC San Diego Supercomputing Center, SDSC/Calit2 

• John Graham, Senior Development Engineer Calit2 UCSD

• Larry Smarr, founding Director of Calit2) a UC San Diego/UC Irvine partnership, Harry E. Gruber 

Professor in Computer Science and Engineering (CSE) at UCSD's Jacobs School.

• Linda Winkler, Senior Network Engineer, Math and Computer Science Division, Argonne National 

Laboratory, Senior Network Engineer, StarLight Facility, Technical Director, MREN

• Also, Other Members of the StarLight Consortium, Multi National and International Partners



StarLight International/National Communications 

Exchange Facility– “By Researchers For Researchers”

Abbott Hall, Northwestern University’s

Chicago CampusView from StarLight

StarLight Is an Innovation Platform 
For Advanced Communications 
Services Architecture and 
Technologies, Including Experimental 
Testbeds Optimized For
High-Performance Data Intensive 
Applications
Multiple
10GE+100 Gbps
Over Optics –
World’s “Largest”
10G/100G Exchange
First of a Kind
Enabling Interoperability
At L1, L2, L3 
Also, StarWave
Multi-100 Gbps Exchange



StarLight Software Defined Network 

Exchange (SDX)

• The StarLight SDX Will Provide The  Services, 

Architecture, and Technologies Designed To Provide 

Scientists, Engineers, and Educators With Highly 

Advanced, Diverse, Reliable, Persistent, and Secure 

Networking Services, Enabling Them to Optimally 

Access Resources in North America, South America, 

Asia, South Asia (including India), Australia, New 

Zealand, Europe, the Middle East, North Africa, And 

Other Sites Around the World.

• The StarLight SDX Initiative Will Undertake Continued 

innovation and Development of Advanced Networking 

Services and Technologies. 
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The Global Lambda Integrated Facility: a Global 

Programmable Resource 



Source: GLIF Auto GOLE Group



iCAIR



Source: John MacAuley

iCAIR



Tasks/Goals For 2014 Design and Implement 

ofNSI – 1st Showcased At SC14



AutoGOLE Dashboard (In Development)

Source: Gerben van Malenstein, SURFnet



AutoGOLE Dashboard Current Version

Source: Gerben van Malenstein, SURFnet



Benefits of SDN 

• SDN Not Only Allows Network Designers To Create a Much Wider 

Range of Services and Capabilities Than Can Be Provided With 

Traditional Networks, But They Also Enable:

– a) A More Comprehensive, Graulated View Into Network Capabilities 

and Resources

– b) Many More Dynamic Provisioning and Adjustment Options, 

Including Those That Are Automatic and Implemented In Real Time 

– c) Faster Implementations of many New and Enhanced Services 

– d) Enabling Applications, Edge Processes and Even Individuals To 

Directly Control Core Resources; 

– e) Substantially Improved Options For Creating Customizable 

Networks  

– f) Enhanced Operational Efficiency and Effectiveness. 

– And Much, Much More!



App2App1 App3 App4 EP1 EP2 Ind1 Ind2

APIs Based On Messaging and Signaling Protocols

Network Programming Languages

Process Based Virtualization –Multi-Domain

PhyR VirRPhyR PhyR PhyR VirR VirR VirR

Southbound Interface

Northbound Interface

Orchestrator(s)

Network OSs

SDN Control Systems

Policy Processes Policy ProcessesSecurity Processes

State Data Bases

State Machines
Mon, Measurements

Real Time Analytics
Network Hypervisors

Data Plane – Forwarding Functions

Westbound Interfaces Eastbound Interfaces



Federation Should Be Able To Cascade To 

All Architectural Components

• Hybrid Networking Services (Multi-Service, Multi-

Layer, Multi-Domain)

• Network Programming Languages (e.g., P4, 

Frenetic)

• Abstraction Definitions

• APIs

• AP/Service Signaling and Policy Bundling

• Policy Bundle Distribution

• Primitives

• BGP Extensions and Substitutes

• NDL Schema

• Orchestration Processes



Other Architectural Components 2

• Northbound Interfaces

• Network OSs

• Network Hypervisors

• State Information Data Bases

• Data Modeling Languages (e.g., YANG)

• Controller Federation Processes

• Hybrid Services/Services Federation/Services 

Chaining

• Southbound Interfaces

• Eastbound Interfaces

• Westbound Interfaces



Other Architectural Components 3

• Data Plane Processes

• Network Function Virtualization (NFV)

• Measurements 

• Real Time Analytics

• Distributed Virtual NOC Operations



Software Defined Networking Exchanges 

(SDXs)

• With the Increasing Deployment of SDN In Production 

Networks, the Need for an SDN Exchange (SDX) Has 

Been Recognized. 

• Many Motivations Exist for SDXs

– Bridging SDNs (Which Are Single Domain & Centralized 

Controller Oriented)

– Granulated Engineering Over Flows 

– High Degrees Of Exchange Customization

• Required: Capabilities for Multi-Domain Distributed SDN 

Resource Discovery, Signaling, Provisioning, 

Federation, Operational Functions, Fault Detection and 

Recovery 

• These Are Fairly Challenging Issues



Selected SDX Architectural Attributes

• Control and Network Resource APIs

• Multi Domain Integrated Path Controllers (With Federation) 

• Controller Signaling, Including Edge Signaling

• SDN/OF Multi Layer Traffic Exchange Services

• Multi Domain Resource Advertisement/Discovery

• Topology Exchange Services

• Multiple Highly Customized Services At All Layers

• Granulated Resource Access (Policy Based), Including Through 

Edge Processes, Including To individual Streams

• Foundation Resource Programmability 

• Various Types of Gateways To Other Network Environments

• Integration of OF and Non-OF Paths, Including 3rd Party Integration

• Programmability for Large Scale Large Capacity Streams



Sierpinski Triangle

Unlimited Number of 

Customized Virtual Switches 

Within Macro Virtual Switch

SDX As Recursive Virtual Switch



GLIF Based On SDXs Supporting Slice Exchanges



Global Network Science: iGENI Consortium Uses 

The Global Lambda Integrated Facility As the Basis For a

Distributed SDN/OpenFlow Testbed









Science Use Case: Nowcasting With SDXs

CASA Data, EM 

Decision-Making

Protects First 

Responders and 

Public

Source: Mike Zink, UMass Amherst



Comparison With Existing System
Slide by Mike Zink, UMass Amherst

Source: Mike Zink, UMass Amherst
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SDX StarLightNetherLight

Ronald van der Pol, Joe Mambretti, Jim Chen, John Shillington



OpenFlow
Pica8 3290

OpenFlow
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StarLight NetherLight
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International Software-Defined Network Exchanges 

(iSDXs): A Demonstration of Global Capabilities 

Joe Mambretti, Jim Chen, Fei Yeh

International Center for Advanced Internet Research

Northwestern University, USA

Mike Zink, Divyashri Bhat

University of Massachusetts, Amherst, USA

Ronald Van der Pol 

Surfnet, Netherlands

Grace Lee, WunYuan Huang, Te-Lung Liu

NARLabs, National Center for High Performance Computing,Taiwan

Thomas Tam, Herve Guy, 

CANARIE, Canada

Alex Valiushko, John Shillington, 

Cybera, Canada

Buseung Cho, KISTI

Republic of Korea

Michiaki Hayashi, KDDI Labs, Japan

Toshiaki Tarui, Hitachi, Japan

Aki Nakao, University of Tokyo, Japan

Steve Cotter, T. Charles Yun, Jamie Curtis,  Andrej Ricnik 

REANNZ, New Zealand

Josh Bailey, Google, New Zealand

Artur Binczewski  Belter Bartosz Miłosz Przywecki Piotr Rydlichowski 

Poznan Supercomputing and Networking Center, Poland

Russ Clark, Georgia Tech, USA

Global LambdaGrid Workshop

Queenstown, New Zealand

September 30-October 1, 2014







Slice Exchange Showcase at GEC 21



Petascale





BI Data Flow Visualization (Inbound-Outbound) 

From SDSC To UoC





Hospitals, 

Doctors

Cloud Computation

Genomic Data Commons

Patients

Output: Data-

Aware, 

Analytics-Informed

Diagnosis, 

Prognosis,

Optimal Treatment

Future Vision: A Nationwide Virtual Comprehensive Cancer 

Center



Biomedical Data Commons:

Flow Orchestration: Control Plane + Data Plane 

Data Plane

Control Plane

Data Repository A (West Coast)

Data Repository C (Asia) Data Repository D (Europe)

Data Repository B

(South)

Visualization Engines

North America
Compute Engines 

(Midwest)





Genomic Data Commons Data Transfer



InstaGENI Network



International ExoGENI Testbed



Another SDX Opportunity! An 

Experimental Testbed For 

Computer Science Research



Testbed to Support the Community’s  

Research Challenges

Big Compute

A wide range 

of data 

analytics

Big Compute

A wide range 

of data 

analytics

Big 

Instruments

Cyber-

Physical 

Systems, 

Observatories

Big 

Instruments

Cyber-

Physical 

Systems, 

Observatories

Programmable networks

cheap, ubiquitous sensors 

and other emergent trends

• Build the right testbed

• Make the environment 
• Reach the right community

• Have the right team

Big Data

Data volume, 

velocity and 

variety

Big Data

Data volume, 

velocity and 

variety

The community builds the testbed, 

and afterwards the testbed will shape the 

community



Future Internet Research and Experimentation



FIREFIRE Federation Project GENIChameleon



Will Be Contiguous To 

the StarLight SDX



FELIX 







Large Scale File Transfers (~26 TB) for 

Global LambdaGrid Workshop 2015

• Much Thanks to

– Michal Krsek 

– John Graham 

– Jan Ruzicka

– Lukas Hejtmanek 

– Gerben van Malenstein 

– Tom Hutton 

– Et al

– Phase A = UCSDUvA

– Phase B = UCSD  GLGW Prague 







www.startap.net/starlight

Thanks to the NSF, DOE, NIH, USGS, DARPA
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International Partners,

and Other Supporters


