IRNC: AMI: GLORIAD/InSight

(2 minute) GLORIAD Update

® New $1M NSF IRNC AMI award: The
GLORIAD/InSight Advanced Performance
Measurement System




The GLORIAD Science & Education Network

GL 'RIAD

CURRENT
2015

®  Partners: Many!
®  Sponsors: US NSF ($19.5M 1998-2015), Tata ($6M), USAID ($3.5M 2011-2013) all Intl partners (~$240_l\_/l_,_1 9§8-2015)

®  History: (coming)



GLORIAD Traffic by Month
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2000 pages of sug'ﬁ'graphs '

(2015 Annual Report to NSF)

http://lwww.qgloriad.ord/qgloriad.annual.report.2015.pdfs.zi




GLORIAD History

1994 - Started “Friends & Partners” on-line community network

(4

(4 )

1995 - Started KORRnet and Russian Civic Networking Projects

(3]

1997 - Started MIRnet US-Russia high speed science network (6 Mbps!)

(4]

2001 - Moved to NCSA, University of lllinois

(3]

2002 - Upgraded MIRnet to 45 Mbps

(4

2003 - Upgraded MIRnet to 155 Mbps

(4

2004 - Added China/CSTnet! Launched “Little-GLORIAD” as first R
Russia-China - 155 Mbps)

2004 - Moved project back to ORNL/UT (JICS) with new 5-year NSF Funding

(3]

(3]

2005 - Added Korea (10G!), Netherlands (Europe exchange), Canada (and transit NA)

o

2006 - Added Nordic countries (re-established direct US-Nordic ties)

(4

2009 - Started Taj project (Stimulus funds)

(4

2010 - New 5 year NSF Funding

)

2011 - GLORIAD-Singapore Launched; New USAID Funding for GLORIAD in Africa

(4]

2011 - December - GLORIAD Egypt Launches

(3]

2012 - January - Hong Kong Workshop; June - GLORIAD India Launched

LR

2012 - August - APAN - GLORIAD Agreement

(4

2013 - October - Visits to UAE, Qatar and Malaysia

)

2014 - Visits to Kuwait, Oman; new 10G trans-atlantic link ready

(4]

2015 - 10G US-Russia links, New NSF Award for InSight Development, Visit to APAN 2015, MYREN
GGG



2015,
Accomplishments
(and Defeats)



2015 Accomplishments

¥ New 10G trans-A link (funded by NSF grant and primarily for
US-Russia science) via Global Netwave/Level3

Establishment of the new network node inAmsterdam *
and direct connect to NetherLight at 10G

New 10 GE link to Russia (RunnetﬁARENA) In
partnership with Nordunet

o
4

"

"

New 10 GE link to Kurchatov Institute in Amsterdam (and
layer2 circuits for KIAE for LHCONE to Internet2 and
ESnet)

Several new peerings there including QNREN, Nordunet,
Runnet, Egypt, etc

8

+ Y

New Qatar/QNren partners (and 10G connect to Netherlight)

8

New partnership with PacWave/CENIC (also hosting
GLORIAD in Seattle)

New KISTI capacity (and to CERN)

+ )
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2015 Accomplishments

InSight system now in production (+ new $1MiCisco-
provided computational facility) UpdatediPedSONAR
infrastructure to 10 G 4

Upgraded Knoxville-Chicago connectivity to 100G (Univ
of TN and SoX-SLR)

New CSTnet equipment and capability in US

Redesign of backup core connectivity and switch from
GE over SONET infrastructure to 100GE infrastructure

Deployment of new BGPmon infrastructure/monitoring (+
hardening of BGP and correlation between BGP data and
flow-based data)

New backup capabilities with CANARIE and via ANA links



2015 Infrastructure
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Thank you!

CENIC/PNWG for hosting us at Seattle and providing primary path
between Chicago and Seattle, and help with backup path as well,

StarLight for hosting us and build of backup infrastructuregi

Thomas Tam, Damir Pobric and CANARIE for work on our backup
circuits, '

Gerben van Malenstein, Surfnet/NetherLight,eANARlE and Internet?
for backup path between Chicago and Amsterdam,

QNREN for the new partnership,
Alin Pastrama and NORDUNET for help with the new Russia circuits,

Runnet, E-Arena and KIAE for new era of connectivity to Amsterdam
and on to US,

GlobalNetwave/Level3 for primary circuit Chicago-Amsterdam,

Vancis for Amsterdam node setup,

CSTnet, KISTI/Kreonet, Kurchatov Institute, RUNNet, SURFnet,
NORDUnet, ENSTInet/EUnet, SIngAREN, MyREN, and all other peer
networks for continuous support and cooperation



Thanks to some special Sponsors




2015 News

© Current ProNET GLORIARBWard
no-cost time-extendedﬂwough
April, 2016

© $1M New NSF award for InSight
Development made under IRNC
program

© GLORIAD Foundation/RFC
Process




InSight Award

L8

& Improving Performance Measurement
Crowd-Sourcing Cybersecurity

o O

Young people Involvement




GLORIAD

Measurement and Monitoring System

or how do we get (meaningful/useful/actionable information)
from ...

Current Top Users
hina

8 3D is powered by Papervision3D

for sustaining and operating global advanced research & education networks




August 1, 2015: New NSF Funding ($1M / 2.5 years)

Abstract: The GLORIAD/InSight program is a global, open-source software
development effort to research and experimentally deploy advanced
flow-level network measurement technologies at various levels of the
research and education (R&E) network eco-system. The toolssdeveloped
will enable far-reaching research towards better understanding network
utilization, identifying network application performance issues while
carefully attending to differing community concerns and requirements
regarding data privacy and security. Experimentalideployments will
showcase actionable analytics and visualizations for network

operations, new methods and models of data sharing across the global
R&E fabric, and thus a better understood, more performant fabric.

Through a global, community-focused, open-source development effort,
the project extends the current beta version of InSight - the

flow-level passive measurement, analysis and visualization system in
use on the GLORIAD network. The InSight tools are based on passive
network measurement and monitoring by combining the rich detail of
comprehensive, non-sampled, bi-directional, multi-model, multi-layer
Argus flow-data with modern big-data analytic and visualization tools.
A flexible stream-based method of enriching network flow metadata
enables broader, customer-defined analytics. Working closely with
interested large-network providers, the project works toward
experimentally deploying InSight on links up to 100 Gbps.



August 1, 2015: New NSF Funding ($1M / 2.5 years)

Abstract: The GLORIAD/InSight program is a global, open-source software
development effort to research and experimentally deploy advanced
flow-level network measurement technologies at various levels of the
research and education (R&E) network eco-system. The tools developed "
will enable far-reaching research towards better understanding network
utilization, identifying network application performance issues while
carefully attending to differing community concernsiand requirements
regarding data privacy and security. Experimentalideployments will
showcase actionable analytics and visualizations for network

operations, new methods and models of data sharing across the global
R&E fabric, and thus a better understood, more performant fabric.

Through a global, community-focused, open-source development effort,
the project extends the current beta version of InSight - the

flow-level passive measurement, analysis and visualization system in
use on the GLORIAD network. The InSight tools are based on passive
network measurement and monitoring by combining the rich detail of
comprehensive, non-sampled, bi-directional, multi-model, multi-layer
Argus flow-data with modern big-data analytic and visualization tools.
A flexible stream-based method of enriching network flow metadata
enables broader, customer-defined analytics. Working closely with
interested large-network providers, the project works toward
experimentally deploying InSight on links up to 100 Gbps.






Leadership Team

€ Carter Bullard, Qotient
2 Joe Gipson, Cisco

© Buseung Cho, KISTI
© Nan Kai, CSTnet




Summary
Work builds on efforts since 1999

Argus has offered us a huge number of advantages over
our previous (netflow, sflow, packeteer, etc.) technologies
(and we're still beginners with it) (btw, Arqusfalso reads
netflow data so we're working on new version to directly
support netflow) |

8

¥

8 )

Resulting information products provide near real-time
update on live flows (for troubleshooting and shining light
on good uses of R&E networks)

¥

Data management problem (500 million flow records/day)
IS difficult but solvable

s

Everything builds on top of Global Science Registry

+ )

We will encourage an open global, community effort to
deploy common standards and tools addressing metrics
for R&E network performance, operations and security

")

Ultimate goal is distributed virtual network operations
center (dvNOC)



Technical Weeds
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Underlying Open-Source
Technologies

Argus (and other flow data seurces)

Elasticsearch (scalable, extremely fast
indexing/search/discovery tool)

ZeroMQ (for local and global messaging
fabric)

MySQL and SQLite for metadata

Event-loopy Perl/POE, Python, Ruby, Go,
C/++ for “farm animals”




Near-future GLORIAD-US Deployment of Argus
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Why all this power?

: Preparing the.data for this Packet Loss, 5/1/2012 - 7/26/2012
graph from 250G argus archive "
(which helped a large
International R&E network
systemically address a huge
performance problem) took me
3 days with our old setup

« \We want any of our partners
to be able do this in 3 minutes
(or less)

* We want “room” to better
research the area of
performance, operations and
security analytics with our
iInternational partners



But we’re still designing for lesser
needs as well (targeting single 1G and
10G networks) I

FreeBSD




New Process

(2015)
User Tools for Analysis, Operational Support and Visualization

dvNOC GloTOP GLOEarth Ticketing System NOC Access

“Farm” of Perl/POE/IKC Daemons Near-Realtime Analy’tics and Local Storage of Data

“TAn | laAva” NNIC AnAhinin DAA DArfArmmAr~ I inl, ANnAahtina DMPD ArnAahinia EEnm INPRD AnAhinin CAnn AnAahinin

32 core Cisco Blade Server (freeBSD) with 128G RAM, 5T RAID storage
Arqgus Data (from Argus Nodes to a Core Radium Collector)

Araus Nodes (for GLORIAD currently, Chicago and Seattle)



More detalil ..

* Built with Runrev LiveCode
» Multi-platform (Mac, Windows, Linux, iOS, Android)

» Event-driven, graphic/media rich applications

Iser Tools for Analysis and Visualization

dvNOC GloTOP GLOEarth WebReports = NOC Access

“Farm” of Perl/POE/IKC Daemons Near-Realtime Analytics and Local Storage of Data

“TAn | laAva” NNIC AnAhinina DAA DArfArmmAra I inly AnAahdina DMPD Arnahinia EE N INPRD AnAhinin CAnn AnAahinin

* Perl POE event-loop, event-driven programming for “cooperative multi-tasking”
ZeroMQ for inter-kernel communications between “animals”
Elasticsearch for fast searching/browsing repository
» Daemonized (fast)
» Use MySQL (or any other) for long-term storage; SQLlite for local (fast) in-memory database
» Each “animal” on the “farm” is autonomous and very specialized

» Most read from a single argus RABINS stream (changing to ZeroMQ queues)
LLLLLHHEEEEHESESEESSSS



Global Science Registry

© Absolutely critical compon
<

% Global database of Science institutions,
resources, repositories

0

' Means of geo-locating and flexible
assignment of metadata

© Flexible tagging/labeling scheme
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Intend to work with others
on ..

¢ AMIS Consortium on Data Privacys(and
100G deployment)

Northwestern Univ on 100@deployment
(via SDN/Cloud-based approach)

Industry partners on 100G deployment
R&E deployments (Indiana U)

GLIF Performance Verification Task-force
(Jerry Sobieski)

“The World” on GSR Improvements and on
open-source InSight itself

D M M 8

)
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Please Join Us!



(help ...



