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Context Issues

 Network Services Are Oriented to Supporting Aggregations of 10s
of Millions of Individual Streams

« Currently, Network Services, Architecture and Supporting
Technologies Are Not Designed and Implemented To Support High
Capacity Individual Streams, i.e., Large Scale, High Performance,
Wide Area Data Transport at 100 Gbps

« A&N*TB/PB of Data &BA

 Such a Service Is Required (It Is Actually Essential), e.g., To
Support Data Intensive Science But Also Other Application Areas

« Such a Transport Service Does Not Exist Except On A Few
Specialized Networks (e.g., ESnet) At a Few Specialized Sites

« Two Macro Network NB: Capacity (e.g., 100 Gbps) Does Not Equate
With Capability
« Science Themes: Capacity and Programmability
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http://www.sdss.org/news/features/20001005.ded.html

Transporting Data at 100 G (Alex Szalay’s
Perspective)

« Without 100 Gbps Networks, It Is Challenging To Move
Petabytes: Transferring 1PB At an Effective 5 Gbps
Would Take 18.5 Days

« Such Efficiency Today Is Still Difficult To Achieve

 Moving Data At an Effective 100 Gbps Reduces the
Time To One Day

« This Is a Make-Or-Break Difference for PB Science

- Effective Transport of Petabyte-Scale Data Sets Enables
Many Research Communities To Solve Cutting Edge
Problems, From the Traditional HPC and CFD To
Investigations of Internet Connectivity
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Issues for Science Data WAN/LAN
Transport at 100 G

« Terascale and Petascale Data, Storage Systems and File Systems

« Architecture and Technology For 100 G Edge Nodes (Related to
Workflow, Edge Processes, Transport Protocols, Etc.)

« Architecture and Technology for Interfaces To LAN and WAN 100
Gbps Transport

* National and Regional Transport Capacity at 100 G

» Architecture, Services, and Technology for 100 Gbps Transport —
Ultra High Capacity Single Streams

« Currently, Without Services, The Substitute is Network and Edge
Node Science, Prototype Technology, and a Few “Magic
Formulas.”
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Considerations For Large Scale 100 Gbps Edge Nodes

« High Quality Edge Hosts, Especially Backplanes, Memory, Cores, and I/O
Channels

« High Performance Transport Protocols

* High Performance File Systems

* Highly Tuned OSs (Best = A Custom Tuned High Perf. Linux)

 Tuned BIOS

 Tuned I/O Scheduler

* Virtual Memory Subsystem

« SSD Tuning

 High Performance, Tuned RAID Controller

« Highly Tuned High Quality NICs

« Configuration of Processing Cores

* Interrupt Binding

« MTU Configurations (e.g., Minimally Jumbo Frames)

 Large Widow Size (e.g., Set SO_SNDBUF/SO_RCVBUF to ~ 4MB)
-.Packet Pacing

~~And Much More! ST “RLIGHT"



The Science DMZ" in 1 Slide

Consists of three key components, all required:

* “Friction free” network path
— Highly capable network devices (wire-speed, deep queues)
— Virtual circuit connectivity option
— Security policy and enforcement specific to science workflows

— Located at or near site perimeter if possible

» Dedicated, high-performance Data Transfer Nodes (DTNs)

— Hardware, operating system, libraries all optimized for transfer

— Includes optimized data transfer tools such as Globus Online and GridFTP
* Performance measurement/test node

— perfSONAR globus

* Engagement with end users pe rfS.NA

Details at http://fasterdata.es.net/science-dmz/

* Science DMZ is a trademark of The Energy Sciences Network (ESnet) "@ ES“Et

1 — ESnet Science Engagement (gngagefes nef) - 872272014
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High Speed WAN Data Transfers | .

Goals

L Move bulk data traffic from USLHCNet servers in
CERN to storage server in Caltech (Pasadena)

1 A Proof of Concept, Designing 100G Data Cache
Server in front of large Tier1 and Tier2 centers

1 Achieve maximum Network to Disk ratio

1 Reduce CPU utilization and application wise network
to disk Latency

L An easy setup for others to use as a design guide

CalTech<~CERN Experiments Azher Mughal
July 17, 2014
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National Science Foundation Initiatives

« Campus Cyberinfrastructure - Network Infrastructure and
Engineering Program (CC-NIE)

* Invests In Improvements and Re-Engineering At Campus Level to
leverage Dynamic Network Services To Support Range of Scientific
Data Transfers and Movement.

 Program Also Supports Network Integration Activities Tied To
Achieving Higher Levels of Performance, Reliability and
Predictability for Science Applications and Distributed Research
Projects.

« Campus Cyberinfrastructure - Infrastructure, Innovation and
Engineering Program (CC*IIE)
* Invests In Improvements and Re-engineering at Campus Level To

Support Range of Data Transfers Supporting Computational
Science and Computer networks and Systems Research.
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Specialized Edge Node Devices

 Customized 40 Gbps — 100 Gbps Edge Node
Devices

 PetaTranS Node (iCAIR)

« NASA Goddard HECN Node
 FIONA (UCSD)
 CalTech/CERN

 And Others...
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TransLight/StarLight
Petascale Science Prototype Services Facility

* Project Is Funded By the National Science Foundation Funded
International Research Network Connections Program (IRNC)

« Goal: Prototyping Trans-Atlantic 100 Gbps Architectures, Services,
and Emerging Technologies Among Institutions Connected to
NetherLight, StarLight, and Other Participating GOLEs in North
America and Europe

 The TransLight/StarLight Consortium Was Awarded a National
Science Foundation (NSF) Grant To Establish An Initiative To
Design and Implement Network Architectures, Services,
Technologies, and Core Capabilities In Support of Big Data Science
Over 100 Gbps Trans-Atlantic Paths, Enabling Large-Scale Global
Scientific Research Experiments, Instrumentation Access,
Collaborations, Data Sharing and High-Resolution Visualization.

Q ST “RLIGHT"



StarLight 100 Gbps/Tbps Initiatives

- StarLight Has Established Multiple Initiatives That Are
Directed At Creating High Capacity Network Transport
Services, Architecture, Technology, and Networks
Based on 100 Gbps and Higher Service, Including
Investigations of the Potentials of Individual 100 Gbps
and Tbps Streams

 Foundation Research Is Based On Earlier Experience
Including With Dynamic Lightpath Technologies

100 Gbps Capabilities Must Include More Than Capacity
(e.g., Programmability, Dynamic Control Over Channel
Segments, Customization)

Q ST “RLIGHT"



TransLight/StarLight
Petascale Science Prototype Services Facility

« This Project Is Designing, Implementing, and Experimenting With
Prototype Services and Capabilities That Have the Potential to
Optimize Advanced Networks for Production Science Research,
Particularly for Large-Scale Data Transport, Including Persistent,
Ultra-Large-Capacity, Real-Time, Long-Duration Streams. These
Experiments Are Being Conducted With Multiple National and
International Partners.

* Four Major Themes of This Initiative Are To Provide: (a) Large-
Scale Network Capacity, Including Support For Extremely High-
Volume Individual Data Streams, (b) Network Services and
Resource Programmability For This Capacity, (c) Edge Access To
These Capabilities, and (d) Exchange Facilities That Can Support
These Services and Capabilities.
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StarLight — “By Researchers For Researchers”

StarLight Is An Experimental
And Production Optical
Infrastructure Based

Proving Ground for Advanced

Network Services Optimized for [FEEEEESE @SS
High-Performance LA iy, o
DEF:]

Intensive

Applications

Abbott Hall, Northwestern University’s
Chicago Campus
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Relatively Current StarLight Infrastructure

Ciena OME 8700
Calient PXC (L1)
Juniper MX 960 (L2/L3)
Many Lambdas & Collaborators
Many 100 G Paths

¥ ght
ermi s )
ghtpath 9§
-

b tarLi

http://wiki.glif.is/index.php/StarLig
ht
Measurement Servers:
$ bwctl, owamp, ndt/npad,

perfSONAR

lHlinoisWave
n*10Ghb

SLEI0GD- g\ & ri

"Q\?‘tarnght International/National Communications Exchaque_ Fagl}_tyg GHT"



Selected PSPSF Applications at 100 G

« SDN, Science DMZ

«  WAN/LAN High-Performance Large capacity Flows and File Transfers
« Computational Genomics and Analytics

 Open Science Data Cloud (HPC Clouds)

 DataScope (Computational Astrophysics, e.g., Using SDSS Data)

« LHC Research

« 8K Digital Media Streaming

« SAGE Streaming (Scientific Visualization)

* Network Science Experimental Research (Including GENI/iGENI and
International Network Research Testbeds)

 Petascale Computational Science (e.g., Blue Waters, Titan)
- 8k Digital Media/HPDMnet

 CineGrid

« HPC Storage Streaming

Q ST “RLIGHT"



StarLight 100 Gbps/Tbps Initiatives

- StarLight Has Established Several Initiatives That Are
Directed At Creating Networking Services, Architecture,
Technology, and Networks Based on 100 Gbps and
Higher Service, Including Tbps

 Foundation Research Is Based On Earlier Experience
Including With Dynamic Lightpath Technologies

100 Gbps = More Than Capacity (e.g., Dynamic Control
Over Channel Segments, Customization)

Q ST “RLIGHT"



StarWave: A Multi-100 Gbps
Exchange Facility

« StarWave, An Advanced Multi-100 Gbps Exchange
Facility and Services Implemented Within the StarLight
International/National Communications Exchange
Facility

« StarWave Was Implemented In 2011 To Provide
Services To Support Large Scale Data Intensive Science
Research Initiatives

« StarWave Was Developed With Support from an NSF
Advanced Research Infrastructure Award

« StarWave Supported Multiple SC13 Demonstrations
10 Separate Sets of 100 Gbps Demonstrations Are

Planned for SC14 in New Orleans in November 2014
x »
CCAIR ST “RLIGHT



Using 100G Network Technology in Support of Petascale Science
A Collaborative Initiative Among NASA, NLR, NOAA, Northwestem/ICAIR, SCinet & UIC/LAC
Also Using Intemet2’s Multi-Vendor 100GigE Infrastructure Between StarLight and SC10
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Evaluations/Demonstrations of 100 Gbps Disk-to-Disk

File Transfer Performance using OpenFlow Across LANs & WANs
An SC12 Collaborative Initiative Among NASA and Several Partners
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SC13 100 Gbps NRE Demonstrations

100 Gbps Networks for Next Generation Petascale Science
Research and Discovery

« Data-Scope at 100 Gbps Across National Data-Intensive
Computational Science Testbeds

 Next Generation Genome Sequencing Data at 100 Gbps

 The Global Environment for Network Innovations (GENI) at 100
Gbps

« HPC Open Science Data Cloud (OSDC) for Data Intensive Research
at 100 Gbps

 Using Remote /O for Large-Scale Long Distance Data Storage and
Processing

« ExoGENI @ 40G: Dynamic Monitoring and Adaptation of Data
Driven Scientific Workflows Using Federated Cloud Infrastructure
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Evaluations/Demonstrations of 100 Gbps

Disk-to-Disk WAN File Transfer Performance
An SC13 Collaborative Initiative Among NASA and Several Partners
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Evaluations/Demonstrations of 100 Gbps

Disk-to-Disk WAN File Transfer Performance
An SC13 Collaborative Initiative Among NASA and Several Partners
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Several SC13 Petascale Science
Demonstrations Incorporated 100 Gbps NIC

Fcadlo

v LWprrmmics

Development Funded
By Department
of Energy’s
Office of Science

Q ST/ “RLIGHT"



‘l__.-rﬂ""""-'ﬁ.
R KIT
10DGE 10DSE
Second 1D0GE enoE
eztned e
i (s ANA
i 100G Tasibed EML Europe
.l_,_u!_'r 12¥10GE f&.‘iﬁ-tarllghﬁ S e'_).o-r‘
SC13 SCinet STAR-TEA st
100GE T 100GE 100EE
£ GEMI Rack 2
Tzslbzd [stariight)
1D0GE 100GE NDGE
Stariight Fabric Taetbed Tesined
ADGE MANLAM
HERSC-TE1 > e _—
~Dpen -11 MEWY-CRS
¢ Sclance Dafta i -
nnesE 110GE 100GE
30GE B " Cloua_ :
| _— STAR-CRS ADFA-CRS
~ . FNAL - c AT T
6,_/ ESnet H\_} C’ e 100GE " NASA Dema ™
100G Testbed E_ Infrastructure
L‘\‘«THEHEM KAHS-CRS CHIC-CRS WASH-CRS I
i nm{mﬁ—wusE 100SE 1005E I
100GE L
. 100GE | .qoes Demo 1—'3i=*E
.-'-'Hl-zs g Lk Max Damo
net L Switch
}r Western pacE S |
Region =
R" :IEE' 'S 2x103E
Ir__l-"\-n’_""_ i """_"'\.-._\.\I
1I::|GE 100GE 110GE NRL Demo ™
ELP&-CRS HOUS-CRS HASH-CRS ATLA-CRS ) InfraEtru-:‘.ture[}
T, d-\.o-'\-.-"\-‘rrr

VILAMSE 1300, 1301
VILANS 1302, 1303
WLAN 1801
VLAMN 1800
VLAMS 1521-1323

MRL damo Hortharm patn (20G)

MRL dema Southern path [20G)

HASA demo — production path [504G)
H&8A demo — testbed path [50G)
OpanFlowiS0H demo — ANA path [100:3)
Calisch demo — AMA pakh [100G) VLAMa 2602, 2603, 2506, 2607
Cafsch demo — FHAL path (E2G) VLANS 2600, 2601

Caltech demo — NERSC TE path [100G)  VLANS 2604, 2605

SC13 demos — ESnet5 map
Ell Dart, ESnet 111472013
SC1-DEMOE-V24. V5D

ST “RLIGHT

HLEMEME

SM



NERSC

—Test |
F —| |Hosts

ESnet 100G Testbed

Fnir y Boirnne Rirpasch




Loop Test From/To NASA GSFC On Esnet:
Enabled Testing Over Thousands of Miles
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High End Computer Networking (HECN) — GSFC/NASA
Supercomputing 2013

Disk to Disk Data Rates (93Gbps)
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NIH-OCC Computational Genomics and Analytics 100 Gbps Testbed
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Selected SC13 Results & Next Step

 Demonstrations of 98.7 Gbps Over WAN (Thousands of
Miles), (Thanks To ESnet!) Using Multiple High
Performance Transport Protocols

* Also 99 Gbps Demonstrated Over LAN, Using Multiple
High Performance Transport Protocols

e At SC13 NSAS GSFC Demonstration Set World Record
for WAN Disk to Disk Transfer >93 Gbps

* Multiple Other Demonstrations of 40 Gbps-60, 70 Gbps
Gbps-80 Gbps Data Transfers

 Next Step = International Large Capacity Data Stream
Transfers At Near 100 Gbps
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Advanced North Atlantic 100G Pilot
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Transporting Big Data Internationally: SDSS Transport
and Visualization

Joe Mambretti, Director, (-mambretti@northwestern.edu)
International Center for Advanced Internet Research (www.icair.orq)
Northwestern University
Director, Metropolitan Research and Education Network (www.mren.orq)
Co-Director, StarLight, (www.startap.net/starlight)

Cees de Laat, System and Network Engineering Research Group
Informatics Institute
University of Amsterdam
Jim Chen, Fei Yeh
International Center for Advanced Internet Research (www.icair.org)
Northwestern University
Ralph Koning, Poala Grosso, System and Network Engineering Research Group
Informatics Institute
University of Amsterdam
Robert Grossman, Renuka Arya
Laboratory for advanced Computing, Open Cloud Consortium
University of Chicago
Todd Margolis, Associate Scientist, UCSD
Alex Szalay
Alumni Centennial Professor
Department of Physics and Astronomy,

Johns Hopkins University
Architect for the Science Archive of
the Sloan Digital Sky Survey and
Director of the Institute for Data Intensive Engineering and Science

ST “RLIGHT"



mailto:j-mambretti@nwu.edu
mailto:j-mambretti@nwu.edu
mailto:j-mambretti@nwu.edu
http://www.icair.org/
http://www.mren.org/
http://www.startap.net/starlight
http://www.icair.org/

Multiple HPC Cloud Computing Testbeds
Specifically Designed for Science Research

At Scale Experimentation
Integerated With High Performance Networks
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SC13 100 Gbps SCINet NRE
Demonstrations

100 Gbps Networks for Next Generation Petascale Science
Research and Discovery

« Data-Scope at 100 Gbps Across National Data-Intensive
Computational Science Testbeds

 Next Generation Genome Sequencing Data at 100 Gbps

 The Global Environment for Network Innovations (GENI) at 100
Gbps

« HPC Open Science Data Cloud (OSDC) for Data Intensive Research
at 100 Gbps

 Using Remote /O for Large-Scale Long Distance Data Storage and
Processing

 (Planned But Not Executed Because of Fiber Break: International
ExoGENI @ 40G: Dynamic Monitoring and Adaptation of Data
Driven Scientific Workflows Using Federated Cloud Infrastructure)
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Overview of the Alex’s Data-Scope

 Data-Scope Is An NSF Funded Novel Instrument
Designed To Observe Extremely Large Data Sets

- Data-Scope Was Implemented To Undertake Highly
Data-Intensive Analyses Simply Not Possible Anywhere
Else Today

— 6.5 PB of Fast Storage

— Sequential 10 500Gbytes/sec @
— 10G Interconnect local X NVIDIA.
— 100G External Connectivity T i L o
— 96 Servers

100 Gbps LAN and WAN
Connectivity

r@_ Source: Alex Szalay




DataScope Data Sets

Data Sets On the System Include

« Large N-body Simulations From Astrophysics (>1PB)
« Computational Fluid Dynamics (300TB)

« Astronomical Data From the SDSS (400TB)

Soon coming
« Bioinformatics and Neuroscience (2-300TB each)
* Ocean Circulation Models (600TB)

Main Challenge
« How To Bring the Data Sets To the Data-Scope (Transport)

 Most Are Generated Externally, e.g., Teragrid/ XSEDE, the Oak
Ridge Titan, Telescopes, Sequencers, Etc

Q Source: Alex Szalay ST “RLIGHT"”



Sloan Digital Sky Survey (SDSS)

- SDSS Is Officially Described As “One Of the Most Ambitious And Influential
Surveys In the History of Astronomy.”

 The Project Obtained Deep, Multi-Color Images Covering More Than a
Quarter of the Sky and Created 3D Maps Comprised of More Than 930,000
Galaxies and More Than 120,000 Quasars.

« The SDSS Created The First Detailed 3D Map of Much of the Universe

« SDSS Data Have Been Incrementally Released To Scientific Community And
the General Public.

 The Current Phase of the SDSS Will Operate Through 2014.

« The Data Are Stored In About 100s of Files and Total Approximately 400 TB
« The Data Are Used for Analysis, To Create Models, and To Create Images
 Transporting This Data Quickly Over Long Distances Would Be Useful

* In 2012, Experiments Undertaken Successfully To Investigate These Issues
at 10 Gbps — e.g., Sending SDSS data from JHU to StarLight to ORNL’s
Jaguar, Building Models and Sending Them Back to JHU (146TB)

Q ST “RLIGHT"
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Renuka Arya’s (RA’s) Summary of Results:
UoC=>UvA

Data Flow: From UoC to UvA

1) Test 1: Single Flow Transfer of Files 1 to 9 Using UDR.
Throughput 85 -90 MB/s = 680 - 720 Mbps

« 2)Test 2: Two Flow Transfer of Files 10 -19 & 20 -29 Using UDR.
Throughput 170-180 MB/s = 1.36 - 1.44 Gbps

 3) Test 3: Three Flows Transfer of Files 31-39, 40-49 & 50-59 Using
UDR. Throughput 240 - 250 Mb/s = 1.92 - Essentially 2 Gbps

* 4) Test 4: Transferr Of Single File Ssing SCP: 12 -15 MB/s =96 - 120
Mbps

«_9) Transferred All Remaining Files Using UDR.
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RA’s Summary of Results: UvA=>UoC

Data Flow : From UvA to UC

1) Test 1 : Transferred a 85GB File Using UDR.
Throughput ~84 MB/s =672 Mbps
2) Test 2: Transferred a 85GB File Using UDPIPE.
Throughput : 1.05 Gbps

NUTTCP: From UvA to UoC (Could Not Be Run in the
Reverse Direction)

1) Average Throughput : ~2.2 Gbps, With Zero
Retransmissions
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RA’s Issue 1: udpipe

| udpipe Is a UDT Data Transfer Protocol Based On The Functionality

of netcat. There Were Issues Transferring Data From UoC to UvVA
Using UDPIPE

Packet Captures (And Other Network Utilities Including iftop,
jnettop, vnstat) Show Sender/Receiver Sending and Receiving Data
Respectively.

Utilities Show the Actual Data Begin To Be Transferred and ACKs
Returned From Receiver. However, The Application Stoped Writing
To the File After Researching a Certain Byte (Varies For Different
Files).

The Application Was Waiting To Read From Socket, Not Obtaining
Any Data (After Certain Point Is Reached).

However, UDPIPE Worked Fine For Other Hosts and Worked In
Reverse Direction - From UvA To UoC.

Q ST “RLIGHT"



RA’s Issue 2: Support for Jumbo Frames

« StarLight and Its Networks Have Supported
Jumbo Frames For Many, Many Years.

 However, Not All Sites Support Jumbo Frames.

 The Trace Path Showed That Jumbo Frame
Path Support Was Implemented from UvA to
UoC But Not From UoC (local) to UvA.
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MultiPath TCP Over 100 Gbps

« MPTCP Demonstration Organized for TERENA 2013 Maastricht,
Netherlands.

 Lead: Ronald van der Pol, SURFnet With Gerben van Malenstein, Migiel de Vos,
(SURFnet), Michael Bredel, Artur Barczyk, Azher Mughal (Caltech), Benno
Overeinder (NLnet Labs), Niels van Adrichem (TU Delft), Christoph Paasch
(Universite Catholique de Louvain), Joe Mambretti, Jim Chen (iCAIR)

« Demonstration Showed How Multipathing, OpenFlow and Multipath TCP (MPTCP)
Can Support Large File Transfers Among Data Centres (Multiple 10s of Gbps).

« Based On Customized Intercontinental Multipathed OpenFlow Testbed Spanning
CERN, NetherLight, StarLight and Maastricht.
* Used Multiple Paths Simultaneously

« The Testbed Was Based On OpenFlow Switches and Multiple Link Paths Between
Servers. An OpenFlow Application Provisioned Multiple Paths Between Servers and
MPTCP Was Used on Servers to Simultaneously Send Traffic Across All Paths

« 20 Gbps Transported

 Path: CERN&®NetherLight® ANA&ESnet& StarLight

Q ST “RLIGHT"



ExoGENI @ 40 G and 100 G

« Multiple Organization Partnership Initiative

 Renaissance Computing Institute, Lawrence Berkley Labs, ESnet,
ESnet 100 Gbps Testbed, ExoGENI, Global Environment for
Network innovations (GENI), International Center for Advanced
Internet Research, University of Amsterdam, StarLight
International/National Communications Exchange Facility,
Metropolitan Research and Education Network (MREN)

* Integration Of Dynamic Provisioning and 40 G - 100 G Paths

« Based On the Open Resource Control Architecture (ORCA), One of
the GENI Control Frameworks

« Demonstrated 38 Gbps Flows From StarLight ExoGENi RackTo
University of Amsterdam ExoGENI Rack

« StarLight EXoGENIESnetANA&~NetherLight
& SURFnet&University of Amsterdam<~ExoGENI
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Exo(GENI 40-100 Gbps Testbed
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LHCONE: A global infrastructure for the LHC Tier1 data center and Tier 2/3 analysis center connectivit
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LHCONE Trails and Experiments

» Series of Experiments With LHC Traffic Injection Into

The ANA Path
* Also, Removing LHC Streams From the ANA
 And Then Replacing The LHC Streams
 Then Repeating the Insertions
« All Processes Were Successful
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LHCOPN traffic trend

LHCOPHN TOTAL Traffic (CERAN = Tiers1)
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LHCONE Trans-Atlantic Testing

Capacity vs Application Optimization
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transfers observed

during the
LHCONE ANA
integration.
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FIONA (Flash I/O Network Appliance)

 FIONA: Innovative Network Appliance for Big Data

* Flash I/O Network Appliance (FIONA), Engineered For Large Data
Flows.

 Designed By Qualcomm Institute’s Tom DeFanti and SDSC's Phil
Papadopoulos (UC San Diego's Research Cyberinfrastructure (RCI)
Group)

« FIONA: Low-Cost, Flash Memory-Based Data Server Appliance
That Researchers Can Install In Their Labs As a “Big Data Hub,”
Interfacing Data-Generating Scientific Instruments and High-Speed
Optical Networks.

« Can Also Be Used As Big Data Analysis Workstation Driving
Interactive Big Data Screens (HD Single Screens To Ultra
Resolution Tiled Display Walls).
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FIONA

 FIONA: Inexpensive, Low-power, Low-noise Appliance Comprised
of Flash Drives, Local Disk Drives, High Performance Graphic
Processing Units (GPUs).

 FIONA Appliance Directly Connects To 40Gbps Networks and
Drive Display Walls Directly.

 FIONA Can Drive Displays, Fetch Data Over the Network, and
Cache Necessary Data Locally.

 FIONA Manages Data Transport and Local Caching, and Works
Seamlessly with Rendering Algorithms for Visualization

 Experiments Undertaken With Network Distances
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FIONA Building Blocks

FIONA Building Blocks

1X - RAID Controller LSI HBA
SAS
~ 5300 each

1 X - Dual 10GbE
Myricom, Inc or
Dual Mellanox 40GhE
: ~$800 each
Desktop Form Factor - 8 X 3T8 SATA Dri
With Single Socket Server 53K , . w Lrive

| i Hitachi/Seagate

5150.00 each

Total Cost - SBK - STK

8 x 240GB SSD
5180.00 each
S00+MB/sec

Source: UCSD
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FIONA Speeds and Feeds

FIONA Internal Speeds and Feeds
(some channels close to saturation)

32GB x |

S | r | |
L L

x8 Gen3 [' 1 SATA 3
—
I —

r

=
—
) x8 Gen?2|
oo ,

Dual Socket
Mﬂﬁlﬁl”bﬂ“{l!"df
- needed for
PCle Gen3 — 1GB/s | g — additi L
PCle Gen2 — S00MB/s B i = L full rate PCIle

T EYEL

SATA3 — 600MB/s e e oty
SATA2 — 300MB/s
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FIONA Components

64-Megapixel Vroom @ UCSD

o X 256GE
510MB/sec
-'. - h

Other Local
Equip.

2TE Cache Extemal
haa 24TH Disk Networks
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32GB

Gordon
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NSF
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Data Oasis
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Cloud Storage
3FB
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FIONA and
TransLight/StarLight/NetherLight/UvA

 FIONA Can be Implemented Over WANSs, Including Internationally
(Ref ANA Experiments)

 Experiments Conducted Via the TransLight/StarLight Petascale
Science Services Prototype Facility Initiative

 Funded By the National Science Foundation

 Testbed Established On the ESnet National 100 Gbps Production
Network

« FIONA®&CallT2&UCSD<CENIC&SunnyvaleESnet& ANA&Neth
erLight ®SURFnet&University of Amsterdam<~FIONA

« E2E Experiments Over WANs (Across the World)
 Ref: Topology

Q ST “RLIGHT"



FIONA National and International Testbed

Link capacity : 100G

Traffic update as of: AtLA—wasH 20.3 Gbps
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Summary of Multiple ANA Experimental
Results

 High Tuned Components at All Levels Is Essential
« High Capacity E2E Paths Are Also Essential

 Demonstrated E&E 98.6+ Gbps Sustained Individual Flows Over
WANSs For Long Periods With No Packet Loss Memory&~Memory
Within US

 Demonstrated E&E 93.4+ Gbps Sustained Individual Flows Over
WANSs For Long Periods With No Packet Loss Disk<~Disk Within
US (e.g., GSFC&SC13)

 Demonstrated Multiple Applications Streaming Internationally at 30
Gbps - 38 Gbps Memory~Memory, Disk<Disk Over ANA

 Only Real Constraint Is Capacity At Edge Device

 Many Additional Experiments/Demonstrations Are Planned, e.g., At
SC14
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Plans For SC14 In New Orleans

10 Separate Sets of 100 Gbps Demonstrations Are
Being Planned

« Several Incorporated Into Software Defined Networking
Exchanges (SDXs)

« Several Incorporating Trans-Oceanic Paths
* Ref: Topology

Q ST “RLIGHT"



Evaluations/Demonstrations of 100 Gbps

sci1aspx @ Disk-to-Disk WAN File Transfer Performance Stlf'[;;%ht
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Prototype SDX Biolnformatics Exchange

 Demonstration Showcase Designed for SC14 in New
Orleans, Louisiana

« Builds On Previous Initiatives Developing Services for
Computational Biolnformatics and Computational
Genomics at 100 Gbps

 Previous Demonstrations At Several Conferences,
Including SC13

« The SDX BX Is Veing Designed Specifically for
Biolnformatics/Computational Genomic Worksflows

« Appears As a Private Exchange for Biolnformatics
Research Communities
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Ciena’s OP" research network testbed

cigna Montreal

Ottawa

Chicago
. Cleveland

Mew York
In Service
== == Recently Deployed

Research-On-Demand 100 G Testbed (RODnet)

o 2015 A8 e e Gt & Pronrstons ciena
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Summary

* The Architecture and Technology Components
Required for Supporting High Capacity Individual
Streams, i.e., Large Scale, High Performance, Wide Area
Data Transport at 100 Gbps *Exist* And They Have Been
Demonstrated At Several Forums, Primarily At SC
Conferences

 However, These Are Not Yet Integrated Into a Readily
Available Service

« Various Projects Today Are Attempting To Develop
Such Services — Nationally and Internationally, e.g.,
Esnet and the Petascale Science Prototype Services
Facility
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StarLight/StarWave/GLIF Continually
Progressing Forward!




www.startap.net/starlight
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