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Changes and Upgrade  Issues 

▣ Community-based collaborations traffic Increase 

- HEP, Climate Changes, Astronomy, Medical Science, Supercomputing, 

Education, Construction, e-culture,…   

- Requires more than 1G ~ 10Gbps (40Gbps ~ 1000Gbps), Connection 

▣ Real time traffic Strongly Service  

- Video and Audio Conferencing Service 

- Cloud Service 

- AAI, eduroam … 

▣ The volumes of many area traffics rapidly Increase 

- Content Delivery Network… 

▣ Emerging new networking technology : SDN, … 

▣ 100G (or 40G) Transmission Technology 

- Unlimited-bandwidth, Bandwidth-free Network 
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2013 New link upgraded 

▣ 2013 Year New Link between Daejeon and Chicago 10Gbps 
▣ 2012 Year 12.5G(Korea to HK, Seattle) 
 - 2013 Year backup link upgraded Daejeon to HK, Seattle 2.5Gbps 

2012 Year 2013 Year 

KISTI _2 



5 

GLIF (Global Lambda Integrated Facility) 

KRLight 

Linking the world with lambda  

Policy of  KRLight as OLE (Open Lightpath Exchange) : Policy-free lightpath 
stitching 
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KRLight Topology - Mar, 2013 
(Buseung Cho, bscho@kisti.re.kr) 
KREONet2 <- supplies connection 
KREONet2 <- controls/operates connection 
 
 Peering  with KREONet2 GOLE (or transit) 

(KREONet2) (KREONet2) (KREONet2) 
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Chicago, USA 
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KRLight Topology, 2013 
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New Optical Infrastructure 

▣ DF, about 4,000Km 

▣ Coherent Technology 

– C-Band, 88 Channel, Terabit Network 

▣ OTN (Optical Transport Network) based ROADM 

    (Reconfigurable Optical Add-Drop Multiplexer) 

▣ Alcatel-Lucent PSS1850, Ciena OME6500 DoubleDeck 

▣ L1 GMPLS Control Plane 

▣ Service Integration between L0/L1 and L2 

    (Carrier Ethernet) 
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New Optical Infrastructure 

ALU 1626LM (WDM) 
ALU TSS320, TSS100 (MSPP) 
ALU PSS32/PSS36 (ROADM) 
Ciena OME6500 DD (WDM 
+MSPP)  
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Hong Kong 

Seattle 

Chicago 
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▣ IP Networking Service 

o Multiple upstream to several commercial Internet eXchanges with about 10Gbps 

▣ DynamicKL  

o Dynamic circuit reservation system developed by KISTI 

▣ OSCARS@KREONET/KREONet2, KRLight 

o ESnet's On-Demand Secure Circuits and Advance Reservation System 

o Linking with OSCARS@ESnet 

o Juniper MX480, MX240, MX80 

▣ KREONET DES (Dynamic Ethernet Service) 

o Next Generation Carrier Ethernet Technology based on Point-to-Point and Multi-point Service (E-LINE, E-LAN, E-TREE) 

with bandwidth guaranteed: ~ 10Gbps 

o Standardized Services, Quality of Service, Scalability, Reliability, Service Management [MEF Carrier Ethernet] 

o Ciena MERS8610, MESU1850, CN5410, CN3960  

▣ Lambda/Lightpath Service 

o SDH/SONET channeling 

o VCAT, LCAS, GFP 

o OTN Switching 

Advanced Hybrid Networking Services 
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Dynamic-KL NSIv2.0 Deployment 

 

Webportal 

Changwon 

Daejeon 

Seoul 

Pusan 

10G 

1G 

10G 

1G 
 Deploying dynamicKL2.0 for KREONET 
  -Juniper switches (MX80, MX240) 

  -Nationwide topology of 5 points    

   (Seoul, Daejeon,Gwangju, Pusan, Changwon) 

  -Based on NSIv1.1/2.0 

  - Applications 

 SDSS Data 

 Weather Data 

 Storage Service (100TB) 

 

Gwangju 

▣ Guaranted Networking Performance Reservation 
    allocation Service  
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OSCARS, 2013 

Seol 
mx80 

Daej 
mx80 

Gwaj 
mx240 

Chaw 
mx80 

Busn 
mx80 

KRLight Seat 
mx80 

KRLight 
Chic 

mx960 

KRLight-HK 
mx960 

OSCARS@ 
KREONET 

OSCARS
@ESnet 

▣ OSCARS(On-DemandSecure Circuits and Advance Reservation System 
 
    - Guaranted Network Circuit Reservation Service 
    - Deployed 8Point and Collaboration with Esnet, etc 
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OpenFlow@KREONET, 2013 

LHCONE 
GLIF 
HPDMnet-iGENI 
Science DMZ 
 

Seoul 

Daejeon 

Gwangju 

Changwon 

Busan 

“Openness” 
Decentralized Switch 
Centralized Control 

KRLight@Seattle 
KRLight@Chicago 

KRLight@Hong Kong 

Floodlight 

Try to find out a service model of OF for researcher… 

KISTI _11 



• GSDC@KISTI Tier1 Candidate Activities 

o GSDC@KISTI ~ CERN E2E Dedicated Network  

o 1Gbps (2012) -> 2Gbps (2013) -> 3Gbps/10Gbps (2014) 

o LHCONE, … (LHCOPN) 

• PerfSONAR@KREONET/KRLight 

o Backbone-scale PerfSONAR Infrastructure (expansion) 

• Open Science Rack of KREONET 

o A collaborative platform (service) to KREONET Users 

o Large-scale data transfer platform, Video-conferencing, Cloud Storage for Science Data, …  

• eduroam@KREONET 

o .kr RO (Roaming Operator) 

• OpenFlow@KROENET/KRLight 

o Large-scale (backbone-scale) OpenFlow Testbed (rebuilding) 

Networking Projects 
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GSDC/KISTI LHC Tier1 Candidate Activity 

KISTI 

StarLight 

NetherLight 

CERN 

KRLight  

(Seattle) 

(MANLAN) 

Provisioned by KISTI 

Provisioned by CANARIE 

provisioned by SURFnet 

▣ End-to-End Dedicated Circuit between KISTI and CERN 

   1G (2012~2013) -> 2G (2013~2014) -> 3G (or 10G 2014 ~) 
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astronomy 

High Energy Physics 

Medical Science 

New Medicine/Bio 

Weather&climate 

Supercomputer Culture & Art Constructions 

Education & Collaboration 

Future Internet 

10 Strategic R&D Support Programs 

Supporting Specialized Private Networks per Scientific R&D 

Application as Service-enabled Infrastructure  
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KIST SC 

KISTI SC 

SNU SC 

Konkuk Univ. SC 

UOS SC 
KOBIC 

GIST SC 

UNIST SC 

Dongmyung Univ. SC 
PNU SC 

PKNU SC 

 Collecting distributed Supercomputing resource and sharing as nationwide                  

Supercomputing Infrastructure over KREONET 

 5 Base (Regional) Centers, 10 SC Partners (Organizations) 

PLSI Network : a Logical Network   

with 1G ~ 10G dedicated bandwidth  

PLSI (Partnership and Leadership for the nationwide 
Supercomputing Infrastructure) 
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e-KVN over KREONET/KRLight 

E-LAN Service type 
(Multipoint-to-Multipoint EVC) 

T640 

Yonsei Astronomy Observatory  

Carrier  
Ethernet  
Switch 

C4506 

 
IP Production Network 

C2960 

C2960 

C2960 

C3560 
Seoul 

Jeju 

Daejeon 

Ulsan 

Yonsei Data Center 

Tamna Astronomy Observatory  

Ulsan Astronomy Observatory  

 e-KVN: Korean e-VLBI(electronic Very Long Baseline Interferometry) Network 

 Participants: Korea Astronomy & Space Science Institute (KASI), KISTI 
JIVE 

1G 

1G 

1G 

1G 

10G 
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CyberLAB project 
◈ Global Education and Research Environment Through real-time high quality 

    collaborative cyber LAB  
   - Development and support for cyber convergence research and educational system 
     management 

Research Platform 

Education Platform 

PolyCom 

MCU 
HDS 

Tiled Display 

Convergence research & 
education 
Remote e-learning 
Telesurgery etc. 
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APAN e-Culture WG 
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CZ 

ES BR 

KR 

Chamber Music 

4K Gateway 

Dancer 

Dancer 
Dancer 

4K Gateway 

I2CAT Max6 
Synapse 

Max6 
Synapse 

Max6 
Synapse 

UFBA 

UFBA I2CAT 

network 
audio 
video 

dQ13 Dancing beyond TIME 
CZ-KR-ES-BR 

eCulture WG 
From KR From BR 

From KR From ES 

From ES From BR 
From local 

Local view From CZ 

① 

② 

② 

③ ③ 

④ ④ 

④ ④ 

⑤ ⑤ 
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cyber performance video 

dQ2013_Video 
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Thank you for listening 

leehr@kisti.re.kr 



DynamicKL2.0 Development & 
Collaboration 
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KRLight development dynamicKL since 2008 
- 2008 ~ 2009: Development dynamicKL1.0 

- Deploy for KREONET 
- Connection with FENIUS 

- 2009 ~ 2010 : Development NRM & CRM 
- Deploy for KREONET NRM(Network Resource Management) & CRM (Computing 
Resource Management)  

- Development dynamicKL1.0 & FENIUS 
- 2011 : Development dynamicKL1.0 & NSIv1.0 
- 2012 ~ 2013 : Development dynamicKL2.0 & NSIv2.0 

- Webportal service based on NSIv1.0/2.0 

 

GLIF13th NSI Demo Topology   


