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Topics

« Mega Trends In Advanced Networking

 National Science Foundation’s Global Environment for
Network Innovations (GENI)

* NSF’s International GENI (iGENI)
 Related International Projects

 GENI, IGENI, and Related International Projects As A
Potential Model for Next Generation Communications
Services, Network Architecture, and Capabilities
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National Science Foundation’s Global
Environment for Network Innovations (GENI)

GENI Is Funded By The National Science Foundation’s Directorate
for Computer and Information Science and Engineering (CISE)

GENI Is a Virtual Laboratory For Exploring Future Internets At
Scale.

GENI Is Similar To Instruments Used By Other Science Disciplines,
e.g., Astronomers — Telescopes, HEP - Synchrotrons

GENI Creates Major Opportunities To Understand, Innovate and
Transform Global Networks and Their Interactions with Society.

GENI Is Dynamic and Adaptive.

GENI Opens Up New Areas of Research at the Frontiers of Network
Science and Engineering, and Increases the Opportunity for
Significant Socio-Economic Impact.
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GENI Control Frameworks

 Four Primary Control Frameworks
— Open Resource Control Architecture (ORCA)
— ProtoGENI
— PlanetLab
— ORBIT

* Integrated Through The GENI Aggregate Manager API,
Which

— Specifies A Set Of Functions For Reserving
Resources

— Describes Common Format for Certificates And
Credentials to Enable Compatibility Across All
Aggregates
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Related Projects

 Multiple Innovative Network Research Initiatives
Have Been Established Around the World

— The National Science Foundation Funded Global
Environment for Network Innovations (GENI)

— The European Union Future Internet Research
Environment (FIRE)

— The Japanese New Generation Network (NGN)
— The Korean Future Internet Initiatives

— G-Lab At Kaiserslautern

— And Many Others.
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IGENI: The International GENI

The IGENI Initiative Has Been Designing, Developing,
Implementing, and Operating a Major New National and
International Distributed Infrastructure.

iIGENI Underscored the “G” in GENI Making GENI Truly Global.

IGENI Is a Unique Distributed Infrastructure Supporting
Research and Development for Next-Generation Network
Communication Services and Technologies.

This Infrastructure Has Been Integrated With Current and
Planned GENI Resources, and Is Operated for Use by GENI
Researchers Conducting Experiments that Involve Multiple
Aggregates At Multiple Sites.

IGENI Infrastructure Has Been Connected With Current GENI
National Backbone Transport Network, With GENI Regional
Transport Extensions, and With International Research
Networks and Experimental Sites

Gcm ST ‘RLIGHT



International Federated Network Testbeds

An International Consortium Has Created And Is Currently
Continuing To Develop A Large Scale Distributed Environment
(Platform) for Basic Network Science Research, Experiments, and
Demonstrations.

This Initiative Is Designing, Implementing, and Demonstrating An
International Highly Distributed Environment (at Global Scale) That
Can Be Used for Advanced Next Generation Communications and
Networking.

The Environment Is Much More Than “A Network” — Other
Resources Include Programmable Clouds, Sensors, Instruments,
Specialized Devices, and Other Resources.

This Environment Is Based On Interconnections Among Major
Network Research Centers Around the World
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StarLight — “By Researchers For Researchers”

StarLight is an advanced
national and international
communication exchange
facility optimized for
high-performance data
Intensive applications

World’s “Largest”
10G and 100 Gbps
Exchange

Over 150 10 Gbps
Channels

Interoperability
Services I
At All Layers

View from StarLight
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Abbott Hall, Northwestern University’s
Chicago downtown campus
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The Global Lambda Integrated Facility (GLIF)
Provides Advanced Resources and Facilities for Research
Foundation Resource!

www.glif.is
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Multiple Experiments Share A Persistence
International Openflow Testbed

— MPTCP: Multi-Path TCP

Lead: SARA, Surfnet, Caltech, CERN
Information Centric Networking

Lead: University of Essex

— MD-LLDP: Multi-Domain Openflow Topology Discovery and
Management with LLDP

Lead: NCHC, Taiwan

— ML-OVS: Multi-Layers Open vSwitch networking
Lead: KUAS, NCKU, Taiwan

— CCDN: Content Centric Distributed Network
Lead: iICAIR
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Initial Selected Application: Scientific Visualization For
Nanotechnology —Viewing Scope For Invisible Objects

Creating A Viewing Scope for Invisible Objects
Based on Ad Hoc Networking Provisioning and Use

Dynamic Change Including for Rendering in Real Time (e.g.,
Incorporates Real-Time Data Viewing/Steering)

Demonstrates Capabilities Not Possible to Accomplish Today
Using the General Internet or Standard R&E Networks

Customizable Networking Specific To Application Requirements
-- at Network Edge.

Resolves A Real Current Challenge, Although The Platform Is
Oriented to Providing Suites Of Capabilities
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Slice Using Forwarding Rules
Based On Payload Contenm
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2l Single Slit Experiments (test 3a) - Microsoft Internet Explorer

File Edit Wiew Favorites Tools  Help

CN T e st
Hide

This simple educational tool simulates a single slit experiments for parameters such as
different slit size and different incident light wavelength.
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File Edit View Favorites Tools Help ;?,.
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Content Centric Distribution Network

Silver nano chain simulation
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Chicago — ICN Test bed
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Paper on This Experiment/Demonstrated Accepted By SC Proceedings

Multipath TCP streaming from Geneva to Chicago over OpenFlow controlled paths

Demo partners:
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Inter-Domain Openflow

Topology Discovery & Monitoring
Slide Provide By NCHC (Paper on Technique Accepted for Publication)
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TransGeo: An Open, Distributed, Federated GIS/System
Cloud —Rick McGeer Chris Matthews et al

 GIS Data Is Large, Collected By Many Sources, Needed
All Over the World

« Use Today Is Mostly Desktop Fat Clients (Quantum GIS,
ESRI)

« Many Want to Compute in the Cloud

« Open and Available To Everyone

« Distributed Swift as Federated Store

* Distributed Disco as MapReduce Computation Engine

 Open-Source Standard Tools For Point Computation
(GRASS, GDAL)
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GreenCities Demo
A demonstration of TransGCeo, an open-source multisite GIS Cloud developed at
the University of Victoria
Big Data jobs are a key use case for federating clouds at multiple sites. In this .
project, we are developing a prototype open-source system to demonstrate Big bi = Y
Data processing at multiple sites. This system uses a single PostCIS database as 3 8 2 ; 2
a repository for meta-data, and landsat (or other) satellite image data in Swift -Image courtesy of NASA © 2012 Microsoft Corporation
repositories, and distributed Disco jobs to do the analysis 2
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GreenCities Demo

A demonstration of TransGeo, an open-source multisite GIS Cloud developed at
the University of Victoria

Big Data jobs are a key use case for federating clouds at multiple sites. In this
project, we are developing a prototype open-source system to demonstrate Big
Data processing at multiple sites. This system uses a single PostGIS database as
a repository for meta-data, and landsat (or other) satellite image data in Swift
repositories, and distributed Disco jobs to do the analysis
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Aki Nakao’s Packet Cache and XIA

_ VLAN 3130 (Packet Cache)
VNode Slicel (pcache) VLAN 3131 (XIA)

VLAN 3137 (Z-Plane in US) <->VLAN 1594 (JPN)

University of Utah

GENtSlice 2
(XIA)




Demonstrations

Massachusetts

 EuroView2012 the 12th Wirzburg Workshop on IP: ITG Workshop "Visions
of Future Generation Networks* July 23-24 in Wlrzberg, Germany, Co-
Hosted By G-Lab (Paul Muller)

« AsiaFl Network Virtualization Workshop, Kyoto, Japan, August 234, 2012
N\ELET))

« The 1st Federated Clouds Workshop and the 7th Open Cirrus Summit Co-
Located With the International Conference on Autonomic Computing on
September 21in San Jose, California

« The Global LambdaGrid (GLIF) Workshop in Chicago on October 10-12, co
located with the IEEE e-Science Conference , the Microsoft e-Science
Conference and the Open Grid Forum (OGF)

« The 15" Annual GENI Engineering Conference (GEC 15) In Oct in Houston,
Texas

« The SC12 International Supercomputing Conference on November 10-16
in Salt Lake City. Utah.
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InstaGENI

 An Innovative Highly Programmable Distributed
Environment for Network Innovation

* Ref: Detalls at the GENI Engineering Conference in LA,
In March 2012

« Multiple Organizational Partners

— HP Research Labs (Rick McGeer et al), iCAIR, Northwestern
University, Princeton University, University of Utah, GENI Program
Office, New York University, Clemson, Rutgers, Navel Post Graduate
School, Virginia Tech, UCSD, UCI, Texas A&M, George Mason
University, University of Connecticut, University of Hawaii, Georgia
Tech, Vanderbilt, University of Alabama, University of Alaska, Many
International Universities, StarLight Consortium, Metropolitan
Research and Education Network (MREN), StarLight, MAX, SOX,

— University of California at San Diego, Stanford, Kettering University,
University of Idaho, etc.
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TransCloud Experiments and Demonstrations

Alvin AuYoung, Andy Bavier, Jessica Blaine, Jim Chen, Yvonne Coady, Paul Muller, Joe Mambretti, Chris
Matthews, Rick McGeer, Chris Pearson, Alex Snoeren, Fei Yeh, Marco Yuen

TransCloud: Based on iGENI and
TransCloud Today GERICIEHH Roadmap
» Transcontinental Federation of Cloud Systems * Accept experimenters now

* Federation expansion

— TU Amsterdam immediately

— Brazil, Asia by July

— All interested parties at any time
* Full integration with PlanetLab Control
* Private 10 Gb/s transcontinental network Framework (July)

linking sites = High-level programming environment based on
— Thanks to GLIF, NLR, NetherLight, CAVEWave, RePy and NacCl

Starlight, DFN - High-level distributed query environment

* Slice-Based Federation Architecture for sign
on and trans-cluster slice management

* SFA cluster manager at each site
— Currently, enhanced Eucalyptus
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of Victoria

IIIIIII ® Use By Outside Researchers? Yg
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* Use for Research Experiments? Yes
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Internarional Cenrer
for Advanced
Interner Research

GEC 10 Demonstrations
iR - TransCloud: A Distributed Environment Based On

Dynamic Networking

Rick McGeer, HP Labs

Joe Mambretti, Northwestern

Paul Miuller , TU Kaiserslautern

Chris Matthews, Chris Pearson, Yvonne Coady, Victoria
Jim Chen, Feil Yeh, Northwestern

Andy Bavier, PlanetWorks

Marco Yuen, Princeton

Jessica Blaine, Alvin Au Young, HP Labs

Alex Snoeren, UC San Diego
March 16, 2010

http://www.icair.org
http://www.geni.net

ST “RLIGHT"


http:///

\‘:: ,'

ExXOGENI Testbed gent

14 GPO-funded racks
— Partnership between RENCI, Duke and IBM

— IBM x3650 M3/M4 servers

1x146GB 10K SAS hard drive +1x500GB secondary drive
48G RAM 1333Mhz

Dual-socket 6-core Intel X5650 2.66Ghz CPU

Dual 1Gbps adapter

10G dual-port Chelseo adapter

— BNT 8264 10G/40G OpenFlow switch

— DS3512 6TB sliverable storage

« iSCSlinterface for head node image storage as well as
experimenter slivering

« Each rackis a small networked cloud
— OpenStack-based (some older racks run Eucalyptus)

— EC2 nomenclature for node sizes (ml.small, m1. Iarge
etc)

— Interconnected by combination of dynamic and static
L2 circuits through regionals and national backbones

COMPUTER

* http://www.exogeni.net v DUKE
& SCIENCE .
Q Source llia Baldine ST RLIGHZ'
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IGENI Project
StarlLight to Elephant Cluster at UVic

lan Gable EDC2
Version 0.3 UVic

201206-13
Note: Only a rough idea
Mew 1G
Circuit

IGINI Fraject Wi

Addr 1070000

Addr: 10010071 Mask: 255 255 255.0

Elephanti4

elephant14_hapre. uvie.ca

Elzphant Cluster Hack

TZERLIGHT™

Layer 2 Circuit extended from Starlight to
the Elephant Cluster Rack in the UVic
Drata Centre

Elephant14 node acts as a KVIM virual
machine hoster with bridge network into
the ghtpath (eth0)

Hardware layer accessed elephant
address elephant14.heprc.uvic.ca

WVLAN 2780 iz carried to StarLight

Elephant14 Details: Dell RS0, Imel
E3620@2 40GHz, 12 TB Raw, 24 GB

Memory, KV Hypervizor, 1 GE
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StarWave: A Multi-100 Gbps Facility

« StarWave, A New Advanced Multi-100 Gbps Facility and Services
Will Be Implemented Within the StarLight
International/NationalCommunications Exchange Facility

« StarWave Is Being Funded To Provide Services To Support Large
Scale Data Intensive Science Research Initiatives
» Facilities Components Include:
« An ITU G. 709 v3 Standards Based Optical Switch for WAN
Services, Supporting Multiple 100 G Connections

« An IEEE 802.3ba Standards Based Client Side Switch,
Supporting Multiple 100 G Connections, Multiple 10 G
Connections

« Multiple Other Components (e.g., Optical Fiber Interfaces,
Measurement Servers, Test Servers

Also, GENI @ 100 Gbps
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ExoGENI at a glance

StarLight

...........................................
.

ExoGENI .
stitching 190G
: Switch @SL ' ORCA
.......................................... \ . smching
Switch @BEN




Automated GOLE and NSI
Demonstration at SC12

Automated GOLE + NSI

Joint NSI v1+v2 Beta Test Fabric
Nov 2012
Ethernet Transport Service
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> () NSIvl Networks (“A"=Aggregator)
> @ NSIv2 Networks
& NSI peerings (SDPs) unless otherwise indicated these are vians 1780-1783
Planned/peerings (SDPs)
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Editors

Enabling grids with
advanced communication
technology
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GLIF/StarLight/StarWave/MREN Continually
Progressing Forward!




www.startap.net/starlight

Thanks to the NSF, DOE, DARPA
Universities, National Labs,
Internatiopal Partners,
and OthefSupporters
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