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Overview

A Consortium of Research Centers From Around the World Has 
Formed a Cooperative Partnership To Explore the Key Issues 
Related to the Challenges and Opportunities Related to Using 
Lightpaths for High Performance Digital Media (HPDM)
At the Annual Global LambdaGrid Workshop in Prague, 
Demonstrations Have Been Designed to Show the Current 
Project Status (Not Final Results, Products or Services)
Multiple Sites Require High Performance/High Volume/High 
Definition Digital Media Streaming Simultaneously Among All 
Locations (Multi-Point to Multi-Point)
Traditional L3 Techniques Cannot Be Used for Many Types of 
High Definition Media
These Techniques Were Designed for Many Small Information 
Flows – Not for Large Scale Flows
This Consortium Is Designing and Developing New L1/L2 
Capabilities That Can Provide Large Scale HPDM Service 
Solutions



GLIF Demonstrations

This Research Consortium Has Designed and Implemented an 
International HPDM Testbed (HPDMnet), and It Is Being Used for 
Experiments and Demonstrations
A Specific Instantiation of the HPDMnet Testbed Was Created For 
the Global LambdaGrid Workshop
Various Architectural Approaches And Technologies, Including 
Middleware, Are Being Developed and Investigated On Research 
Testbeds, Including HPDMnet
Component Technologies Being Showcased Include Optical 
Multicast, UCLP, HARC and G-Lambda
The Research Will Continue And Further Demonstrations Are 
Planned



Selected Demo Techniques Include the 
Following:

Dynamic L2 and L1 (lightpath) allocation and adjustment, a 
particularly important emerging technique 
Capabilities for persistent and dynamic large scale L1/L2 
resources, allocated in response to requirements 
Integrated, addressable WAN and LAN paths 
High level path control capabilities signalled by application 
processes
Branching HPDM streams by setting parameters through the 
device control systems (“optical multicast”)
Individually selecting multiple path options can be 
individually selected to optimize stream flows
Reliance on an Architectural framework that assumes an 
SOA context



The Application Point of View

This initiative is designed and developing a GLIF service, 
instantiated at GOLEs that will be usable by any large scale 
media application
The service can be customized for a wide range of specialized 
applications
Digital media can include visualization, animation, video, 
imaging, et al
Media can be of any size or type
The service will be media protocol coding/decoding agnostic
Audio channels and Interactivity are also considerations
This capability provides support that allows for the highest 
possible quality service



Application Service Considerations

Application signaling
GLIF media service discovery, including topology 
considerations
Service Use, with monitoring and performance 
guarantees
Service termination
Analysis/reporting
APIs for integration into other GLIF SOA compliant 
frameworks.



Example: MusicGrid Lesson



Example:
HD Digital Media Steaming from AIST, Akihabara, Tokyo,
Using EL/GL



Example: Nanotech 
Virtual  Instrument



Example: Enlightened - Visualization of 
remote data

Data generated by 
remote simulation
Here: a black hole 

simulation
Need to explore and 

visualize the dataset
Enhanced Amira 

visualization system to 
take advantage of optical 
networks





Displays: Multiple Monitors, Tiled Displays, Etc.



Site ALogical View 1

Site I
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Site G

Site F Site E

Site D

Site C

Site B

Note that each site can manage multiple bi-directional streams
The streams need not be on bi-directional links

Each site can send and receive multiple streams 



Logical Interface

Stream A
Stream B
Stream C
Stream D
Stream E
Stream F
Stream G
Stream H
Stream I

Select

Stream B
Stream C
Stream E
Stream F
Stream I

Active

Note “Stream” – Not Site –
Each Site Can Support 
Many-to-Many



Site ALogical View 2
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Control Channel 1
Using Argia



About UCLP / Argia

Argia is a production grade version of UCLP
Argia is middleware that allows end-users (people or 
applications) to treat network resources as software objects and
provision and re-configure lightpaths within a single domain or 
across multiple, independently managed domains
Users can also join or divide lightpaths and hand off control and 
management of these private sub-networks to other users or 
organizations
Argia enables the virtualization of a network that can be 
reconfigured by the end-user without any interaction by the 
optical network manager
http://www.inocybe.ca



Argia Resource Management Center
The first step is to create the Physical Network in Argia



Creating Logical Resources: The Logical NetworkCreating Logical Resources: The Logical Network
Logical Resources are displayed by the Logical Network Editor. Note 
that at this point, the network resources have been virtualized, but no 
connections have been made.

CRC-i2CAT-Inocybe-UofO



Creating the Multicast Connections: The APNCreating the Multicast Connections: The APN
An Articulated Private Network (APN) is created with the resources from the 
Logical Network. The topology of the APN is configured (and color coded) to 
represent the network that will be configured when the APN is executed.

The APN  is deployed as a web service so all of the connections can be made 
with a single call.

CRC-i2CAT-Inocybe-UofO



The Connected APNThe Connected APN



Site ALogical View 3
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Control Channel 1

Site L
Site K

Site J

Control Channel 2
Using HARC/
G-Lambda
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Ref:

Additional Information is available 
through the presentations on this 
demonstrations made during the GLIF 
working group meetings
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