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National LambdaRail Mission

To advance the research, clinical and 
educational goals of members and other 
institutions by establishing and maintaining a 
nationwide advanced network infrastructure.
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NLR - Background

• National LambdaRail is a non-profit corporation created (2003) 
by a consortium of major regional US R&E networks in 
conjunction with CISCO Systems and Internet2 

• Identified the need for experimental and research oriented 
network(s)

• Research networking AND network research
• Motivated by CENIC CalREN dark fiber build-out in California, 

took advantage of dark fiber price trough (minimum?) to acquire 
national footprint 20yr IRU’s

• Partnered with CISCO to deploy 40 lambda DWDM network
• Provides a range of services and networks to its members over 

this infrastructure
• Parallel effort by regional networks (RONS) has developed 

similar capability for regional connectivity and distribution (e.g. 
CENIC, LEARN, FLR, …)
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Motivation for Owned and Operated Fiber

• Future-proof against technology advances
• Isolate R&E networks from carrier pressures and 

restrictions
• Control of the AUP
• Allow maximum flexibility to configure networks and 

services
• Develop optical networking and engineering skills in 

R&E community
• Allow for experimentation at all levels down to the 

glass
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• CENIC
• Pacific Northwest Gigapop
• Pittsburgh Supercomputing 

Center/University of Pittsburgh
• Duke University, representing a 

coalition of NC universities
• Mid-Atlantic Terascale 

Partnership
• Cisco Systems
• Internet2
• Florida LambdaRail
• Georgia Institute of Technology

• Committee on 
Institutional Cooperation (CIC)

• Cornell University
• Louisiana Board of Regents
• Oklahoma State Board of 

Regents
• Lonestar Education and 

Research Network (LEARN)
• University of New Mexico 

(on behalf of the State of New 
Mexico)

• UCAR/FRGP
• SURA
• Oak Ridge National Lab (ORNL)
• Case Western Reserve 

University

National LambdaRail Members and Associates
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Courtesy of Steve Corbato

Regional Optical Networks - RONs

• California (CALREN)
• PNWGP 
• Colorado/Utah (FRGP) 
• Illinois (I-WIRE) 
• Michigan (MLR)
• Indiana (I-LIGHT)
• New York (NYSERnet)
• Maryland, D.C. &  

Virginia (MAX/MATP)

• N. Carolina (NCREN) 
• Georgia (Southern Light 

Rail)
• Florida (Florida 

LambdaRail)
• Louisiana (LONI)
• Texas (LEARN) 
• Oklahoma (OneNet) 
• Ohio (TFN)
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NIU-DeKalb

I-WIRE (Illinois) Future: 2005 Expansion

Existing I-WIRE fiber
Existing CommEd fiber

Potential Providers
McLeodUSA fiber
Level(3) fiber
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Millikin UnivICN

Northwestern-Evanston
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I-Light in Indiana



New York – Nysernet et al



DC/Virginia: MAX – MATP Combined Regional 
Infrastructure
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Combined Participants (partial)

Primary Members (MAX and MATP)
GMU GU
GWU JeffLabs/SURA
ODU NASA
UMD UVA
VCU VT
W&M

Selected Connectors
Library of Congress NASA GSFC
Nat. Archives & Records Ad. NSF
Nat. Inst. Of Health ATDnet
Nat. Library of Medicine USGS
NOAA USDA
Naval Research Lab US Census
Howard Hughes Med. Inst. JHU
Smithsonian Institution ISI East
UCAID World Bank
Univ. System of Maryland (11 campuses)
NetworkVirginia (651 campuses)
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Florida—Florida LambdaRail (FLR)



Southern University 
@ 40Gbps

La Tech University 
@ 40Gbps

University of LA, Lafayette 
@ 60Gbps

Tulane University 
@ 40Gbps LSU Health Science Center 

@ 20Gbps

University of New Orleans 
@ 40Gbps

LSU Health Science Center 
@ 20Gbps

Louisiana State University 
@ 40Gbps

Louisiana Optical Network Initiative 
(LONI)



Texas—Lonestar Education and 
Research
Network (LEARN)
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Oklahoma Research Network

• Infrastructure 
– 42 Hub Sites 

– Fault-tolerant DWDM 
Optical Core

– Cisco 15454 
Architecture

• Infrastructure 
– 42 Hub Sites 

– Fault-tolerant DWDM 
Optical Core

– Cisco 15454 
Architecture



TFN (Ohio)
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NLR Infrastructure

• Over 11,000 route miles (17,000 km) of fiber in backbone plus 
much more in RON’s

• Owned Fiber: 20-yr IRUs-Level 3, Wiltel, AT&T
• Layer 1 Optics: Cisco 15808s and 15454s supporting 

up to 40 10 Gbps lambdas LANPHY
• Layer 2: Cisco 6509 switches for Gigabit Ethernet
• Layer 3: Cisco CRS-1 routers for IP
• Wavelengths  available for experimental or production 

networks
• Dark Fiber possible for experimental Layer 1 research 
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NLR Services

• Network of Networks 
• Multiple types of networks and services available

• Main Services
• WaveNet - point-to-point “lambdas” – actually these are 

currently point-to-point circuits consisting of concatenated 
(OEO) dedicated wave segments

• FrameNet(s) – Dedicated and shared Ethernet based 
services

• PacketNet(s) - IP based networks
• Other Services

• Co-location
• Remote Hands
• Fiber IRUs
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NLR owned fiber* 
NLR WaveNet, FrameNet & PacketNet PoP
NLR WaveNet & FrameNet PoP
NLR WaveNet PoP

PoP for primary connection point by a member (“MetaPoP”)
PoP needed because of signal regeneration requirements
but can also be used for secondary connection by a member
PoP established by NLR for members regional needs
PoP established at exchange points

RATO
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SAND
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CHIC
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HOUS

DALL
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PENS
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PITT WASH

BOIS

CLEV

ATLA

PORT

RALE

NEWY

SANA

DENV
SUNN

SEAT

JACK

OGDE

*  Fiber on the SAND-LOSA-SUNN path belongs to CENIC 

NLR Infrastructure Status - June 2006
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Current Nets and Waves on NLR

• Stable layer 3 network
• Experimental layer 3 IP network
• National Peering Fabric (Transitrail)
• Switched layer 2 Ethernet network providing Point-Point and 

Multi-Point with assigned capacity
• National  layer 2 shared Ethernet network
• National wave for sparing and quickstart
• 2 national footprint research waves for research projects 

supported by Cisco
• Various project specific ETE circuits (concatenated wave 

segments)

(in development)
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WaveNet Overview

• ETE circuits consisting of wave segments 
• Includes research waves, supported by 

CISCO, made available in support of 
approved research projects

• Quickstart waves (if available and 
preemptible for fail-over)
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WaveNet Summary

• Several projects and members using dedicated 
waves (Teragrid, Optiputer, ESNET, Ultrascience, 
NASA, PacificWave, Atlantic Wave,  Cheetah,various
backhauls)

• Several projests using CICSO research waves (LONI, 
EnLIGHTened, TransLight, UltraLight, and CineGrid)

• Segment utilization
• 24% April 2006
• 32% expected by August 2006

• Adding 21 new circuits by August 1st
• 77 new layer 1 segments



NLR Layer 1 (Wavenet) Map
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FrameNet Overview

• National Exchange Fabric
• NEF is a single VLAN and broadcast domain that extends to every 

member 
• Allows members to arrange bi-lateral peerings
• Every member gets a single 1GigE interface on their local NLR 

FrameNet node for use of the NEF service
• Point-to-point, Dedicated Bandwidth Service

• Members may order private VLANs to connect 2 different locations 
together, with dedicated bandwidth, for a circuit-like service

• Bandwidth available from 100Mbps to 10Gbps
• Point-to-multipoint, Best Effort Service

• Members may order private VLANs to multiple locations for a 
circuit-like service

• Traffic on these VLANs carried through the network on a best effort 
basis
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FrameNet Summary

• Use of non-dedicated service is growing
• Currently primary use of dedicated service is for 

Layer 3 backup connections 
• Interest by research groups

• Collaborative multi-point projects
• Experiment on non-dedicated service, understand utilization, 

then migrate to dedicated service.

• New Services being Developed
• Investigation of on-demand dedicated services
• Develop process to implement - both backbone and RONS 

(and campuses)
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FrameNet Research Projects

• VINI  (GENI precursor?)
• PI Larry Petersen/Jennifer Rexford
• Virtual network infrastructure that allows network researchers to 

evaluate their protocols and services in a realistic environment that 
provides a high degree of control over network conditions.

• Infrastructure - an overlay testbed using NLR co-location, FrameNet
and PacketNet services.

• UltraLight
• PI - Harvey Newman, Caltech
• Collaboration of experimental physicists and network engineers 

whose purpose is to provide the network advances required to 
enable petabyte-scale analysis of globally distributed data.

• Infrastructure - migrating to 10 GE PacketNet and 10 GE FrameNet



Layer 2 (Framenet) Weather Map
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PacketNet Overview

• Potential for several packet networks on 
different lambdas (or VLANS) can use virtual 
routing capability of CRS-1 or multiple router 
instances

• “Production” 10G Layer 3 IP network, fully 
operational

• “Experimental” for research use to be made 
available when needed
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PacketNet

• Member connection status
• 12 out of 14 Members are connected
• 9 of the 12 have 10 GE connections, 6 also have 1 GE secondary connections
• 3 with GE or multiple GE
• Total routes ~3500

• Peering with other national (federal) REN’s ESnet
• DREN, ESNET, USGS 
• NREN - pending

• Present at all major R&E peering facilities (Starlight, PacificWave, MANLAN) 
Establishment of peering with international REN’s in progress

• CA*Net
• Transpac2
• TWAREN
• Starlight AS
• Others in process

• Multi-national project networks
• Ultralight



PacketNet Weather Map
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Participation in Major Conferences

• iGRID’05 (San Diego)
• Supercomputing’05 (Seattle) - 0.5 TBps!
• Supercomputing’06 (Tampa)
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Cisco’s Support of R&E Networking 
Research through NLR
• Cisco has been a major and consistent contributor of 

support to the National Lambda Rail
• Recent extension of relationship
• Cisco support of R&E Networking Research Projects 

include providing access to Cisco Waves (lambdas 
over NLR), vLANs over Cisco networks overlayed on 
NLR, and access to NLR’s L2 and L3 network 
services

• Projects supported include: LONI, EnLIGHTened, 
TransLight, UltraLight, and CineGrid

• We can expect several new projects to be announced 
soon
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Relationship to GLIF

• NLR infrastructure interconnects all US GOLES with 
Packet Frame and Wave services

• Is the only operational infrastructure reaching a large  
number of US research institutions at Wave, Frame 
and Packet level, allowing for a variety of lambda 
connection possibilities.

• Is a key component of many projects that run over 
GLIF resources

• Can make use of Packetnet and Framenet and some 
Wavenet links

• With additional research waves being made 
available, more NLR based GLIF resources will come 
into play.
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Contact Information

www.nlr.net
info@nlr.net

jsilvester@nlr.net
(or silvester@usc.edu)


