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What is the GLIF?

The Global Lambda Integrated Facility is a world-scale laboratory for application and middleware development on emerging optical wavelength grids, where network capacity ceases to be a traditional performance bottleneck for distributed systems made up of resources such as computers, data servers, visualization devices, and laboratory instruments.

(ref:

a- http://www.glif.is/about/, adapted to avoid circular definitions

b- http://www.calit2.net/lambdagrid/

c- GLIF, the Global Lambda Integrated Facility, presentation by Kees Neggers at TERENA networking conference, Poznan Poland, June 2005

)

Who are the participants, what is the shared vision, what do they bring to the table?

GLIF participating organizations share the vision of building a new grid-computing paradigm, in which the central architectural element to enable this decade's most demanding e-science applications is optical networks, not computers.

(ref:  c)

An important sub-element of that GLIF vision is the establishment of a global networking infrastructure that supports dynamic inter-domain provisioning of seamless high-performance end-end lightpaths. 

GLIF particpants contribute « lambdas » to the world-scale laboratory, where at least one end terminating at a GLIF Open Optical Exchange, thus forming the LambdaGrid.  GLIF participants retain full control over the network services and interfaces offered to the community as well as the methods for invoking those services. 

However, the shared vision of the GLIF implies that there needs to be a strong interoperability of the network services, interfaces and methods for publishing, finding and invoking those services, as well as convergence of the descriptions of the services, interfaces and methods .  These tasks are of prime focus for the GLIF Technical and Control Plane working groups.

Definition of LightPath

Why are we trying to define and to what extent is it useful?

« Lightpath » is a term that is used by many R&E network operators to describe a type of network service.  Since its adoption however, it has been used with varying meaning.  In order to facilitate GLIF discussions and work, it is proposed that a « good enough » definition be established within the GLIF.

A new paradigm?

In the face of the n-squared problem, connectivity is acheived through the sharing of physical ressources.  The sharing is accomplished by switching and multiplexing.  The choices of switching and multiplexing methods used will depend on the end-end communications service being  implemented.  Each method has its advantages and disadvantages.

In de Laat, Radius, et Wallace, « The rationale of the current Current Optical Networking Initiatives », network users were classified into one of three groups, A, B, and C, based on  network bandwidth requirements.  The Class C user (or application) is defined as one which generates very large volume flows, lasting much greater than several minutes, between two points (or between a few places).  Today, such users/applications are often referred to as « e-science » users.

[insert Cees de Laat's A-B-C user graph]

In view of supporting these e-science applications, GLIF participants are building  infrastructure capable of supporting high capacity, application-specific, point-point network services.

In the commercial world we are seeing many carriers now offer « private-line » services.  These services have common characteristics to the GLIF services  described above in that they are point-point and, organisation (real or virtual) -specific, which is to say user-specific.  They are however not necessarily high capacity.

In design documentation for the CA*net 4 network infrastructure, Bill St-Arnaud's  definition of lightpath stressed the idea of guaranteed capacity over high capacity:

 Any uni-directional point to point connection with effective guaranteed bandwidth.

Note that the above definition does not specify technological implementation.   The definition goes on to explain that lightpath implementations can be:

- analog wavelengths on a WDM system,

- STS/VC-4 channels over SONET/SDH (contiguous or virtually concatenated)

- ATM CBR virtual circuit

- Gigabit Ethernet VPN with dedicated bandwidth by means of a QoS mechanism

- MPLS LSR with reserved bandwidth by means of a QoS mechanism

The common thread seems to indicate that a lightpath is point-point and is high capacity or of guaranteed capacity.

From the textbooks, Walrand, Tanenbaun, etc., the most efficient way to implement point-point links is through a connection-oriented service.  In adding the concept of guaranteed capacity, supporting serivce can be synchronous communication services (i.e. a circuit) or QoS-supported connection-oriented asynchronous communication services (i.e. QoS-supported virtual circuit).

Proposed GLIF technical definition of lightpath: A cct or a QoS-supported virtual circuit

So what is a lambda?   A high capacity wavelength, from which lightpaths can be constructed.  OC-48c and OC-192c lightpaths can be lambdas. ????

LambdaGrid?  a mesh of lambdas, interconnected at Open Optical Exchanges.... 

Connecting to the GLIF

Is connected to the GLIF any user who is connected to a GLIF participant's infrastructure through a lightpath service.  See section 5 in regards to lightpath service interoperability.

Should I enumerate GLIF Open Optical Exchanges?  (Starting from int'l date line) Seattle, Chicago, New York, Amsterdam, Hong Kong, Busan, Tokyo

GLIF lambda providers:

Using the GLIF

Scheduling? 

inter-member coordination?

Weekly Open Exchange Calls

UCLP?  DRAC?
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