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AutoBAHN is…

• … a research activity for engineering, 
automating and streamlining the inter-domain 
setup of guaranteed capacity (Gbps) end-to-
end paths across multiple heterogeneous
domains
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AutoBAHN approach

• Definition of an architecture
– Distributed 
– Inter-Domain manager (IDM): inter-

domain technology-agnostic 
functionality, inter-domain interfaces for
peering

– Domain manager (DM): intra-domain 
functionality, topology information, 
resource availability information, 
signaling to the data plane 

– Interfaces
• Reference implementation including 

business layer and control plane 
functionality

ONT4 workshop recommendations
• Uniform interfaces for 

management and control
• Exchange of useful information in 

a partially hidden environment
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NREN BoD approaches

• Management plane solutions
– The Alcatel NMS ISS interface used for EPL/EVPL 

provisioning over GEANT
• Control plane solutions

– DRAC:  Surfnet-NORTEL solution for the provisioning of 
lightpaths

• CLI-based tools 
• BLUEnet (HEAnet)
• ANSTool (GRNET)
• PIONIER L2 MPLS VLL configuration tool

Intra-domain 
solutions
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AutoBAHN is … 

The multi-domain glue for local 
provisioning systems

• The AutoBAHN architecture requires each domain to:
– Deploy the AutoBAHN system as a controller for inter-

domain operations
– Contribute with the development of a  technology proxy

between the AutoBAHN DM and the local provisioning 
system
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• Technology proxy 
between AutoBAHN
and the data plane
– WS-based interface

• Vendor proxies for:
– NEs
– Control/ 

Management plane
– Provisioning system
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• Exchange of topology/resource availability

information between the data plane and the 
AutoBAHN DM

• Communication/signaling requests from the 
AutoBAHN DM to the data plane

• Notifications/errors from the data plane back 
to the AutoBAHN DM

• Modular design of DM:
– Parts of the DM functionality can be 

substituted by management/control plane 
functions

• e.g. Intra-domain pathfinder, Topology 
abstraction
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• Main methods:

– addReservation(resID, links, params) –create new circuit
reservation

– resID – unique reservation identifier
– links –list of links to be used for this reservation (intra-domain links, defined

from ingress to egress port of a domain)
– params –additional reservation parameters, including capacity to reserve

– addReservationResponse() – confirms creation of circuit
– removeReservation(resID) –remove circuit associated with given

reservation ID
• resID – unique reservation identifier

– removeReservationResponse() – confirms removal of circuit and 
release of resources

• More methods related to failures and exceptions
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PIONIER

GRNET

Client

GEANT2

ClientClient

HEAnet

Client
Client

GARR

Client

Client CARNet

Client CESNET

FCCN

RENATER

NORDUnet

SURFnet

• FCCN is just about to 
join

• More NRENs are 
interested

Current AutoBAHN cloud
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IDC protocol
• A Web-Services based 

protocol for inter-domain 
negotiations between 
different BoD systems
– Topology exchange
– Resource scheduling
– Signaling

• Different implementations 
from 
– GN2, Internet2, ESnet, 

Nortel …
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AutoBAHN is IDC-compatible
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New features for AutoBAHN

• Inter-domain monitoring: SDH
• Updates to the AutoBAHN system messaging took place
• The AutoBAHN system’s DM module blocks split into 

packages so that respective vendor proxies can use or 
replace DM blocks’ functionality on a case-by-case basis 

• Improved GUI
• IDC protocol implementation is evolving (additional 

functionality like 'modify reservation', topology exchange 
protocol, lookup service etc.)
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Demonstrations-Events

• Internet2 Spring Member meeting (20-22 April, Arligton, VA)
– Dynamic circuits signaled from Internet2/ESnet end-points and 

configured all the way to end-hosts in Europe (in GARR, CARNet, 
PIONIER, HEAnet)

– Positively accepted by the I2 SMM audience
– The importance of such efforts important was highlighted from the 

USLHC group, especially for transfers among T1 sites and T1-T2 
sites, as part of the LHC operations. 

• TERENA Networking conference ’08 (19-22 May, Brugges, Belgium)
– Multiple dynamic circuits established among end-points in Europe 

and dynamically signaled from Europe to the US for the first time
– Attended by a number of NRENs and user groups with increased 

interest



Connect. Communicate. Collaborate

Demonstration at the 8th GLIF 
workshop 

• In collaboration with the SCARIe project
– Software Correlator Architecture Research and Implementation for e-VLBI

• Reproduction of an e-VLBI observation where data from radio telescopes 
across Europe (or across the globe) is sent to a compute cluster running the 
SFXC VLBI software correlator in order to be correlated in real-time.

• Why is AutoBAHN needed?
– AutoBAHN functionality is needed to ensure integrity of data transfers from 

the telescopes to the correlator.
– The European VLBI Network (EVN) only operates as a VLBI network 

during a few weeks a year. Outside these so-called VLBI sessions, most 
telescopes have their own observation programs, although it is possible to 
arrange VLBI observation outside the regular sessions for observing so-
called transients (Gamma Ray Bursts, flares).

– The telescopes that actually participate in a VLBI experiment are variable
(depending on observation frequency, source brightness, source structure 
and availability of the telescopes).

– Since the software correlator can in principle be run on many clusters, the 
location of the correlation center is no longer fixed
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• Astronomic data over AutoBAHN
circuits
– Scheduled for: Oct 1st, 17:30 - 18:30, 

@Kane Hall, University of 
Washington

– Demonstration presentation: Oct 2nd, 
09:00-10:30, GLIF Workshop venue

Demonstration overview
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Standardization efforts in OGF

• OGF 23
– Similarities between the GNI BoF and the GNI and 

DMNR proposals led to an agreement to agree to form a 
single WG with input from both the BoFs: NSI (Network 
Services Interface) WG

• OGF 24 : Inaugural meeting for NSI WG
• NSI WG ad-hoc meeting on Friday, 3rd Oct
• AutoBAHN is participating and contributing to NSI WG
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media
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AutoBAHN media (2)

Watch out for SC’08 
demonstrations
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The AutoBAHN team

Questions?  sevasti@grnet.gr
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